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ABSTRACT: Simulations of the nuclear magnetic shielding within the generalized
gradient approximation (GGA) for �-pinene and taxol were carried out to assess the
performance of the method for bigger molecules. The localized orbital/local origin
gauge (LORG) formalism and the modified “0.05” Becke’s three-parameter exchange
functional and the gradient-corrected functional of Lee, Yang, and Paar (B3LYP)
proposed recently by Wilson and others was used. A modest dependence of the results
on the basis set size was observed. For the current implementation, the uncoupled
calculations were up to 47 times faster than the usual coupled-perturbed (CP)–gauge-
invariant atomic orbital (GIAO) method and provided similar accuracy. Reproducing
both the absolute as the relative chemical shifts the GGA/LORG procedure can thus be
used as a faster alternative to the coupled techniques. © 2002 Wiley Periodicals, Inc. Int J
Quantum Chem 91: 277–283, 2003
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Introduction

T he density functional theory (DFT) methods
revolutionized many areas of computational

chemistry, because of their simplicity and low cost

[1, 2]. Particularly challenging for simulations of
nuclear magnetic resonance has been the general-
ized gradient approximation (GGA) formulation of
DFT. In this case, the magnetic perturbation can be
handled as a one-electron problem, which signifi-
cantly reduces computational demands [3, 4]. De-
spite renewed interest in the past, the method is still
used rather sporadically and was tested on a lim-
ited number of systems. Nevertheless, as shown
below, the method can compete in performance
with the usual coupled- perturbed (CP) techniques
also for larger organic molecules and is stable for a
broader variety of basis sets.
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Simulation techniques of nuclear magnetic reso-
nance (NMR) parameters underwent significant de-
velopment in the last three decades. For example,
origin dependence of calculated chemical shifts [5,
6] was overcome in many ways. Formalism based
on the gauge invariant atomic orbitals (GIAO, also
called London- or magnetic field–dependent AOs)
has been established as a good standard [7, 8].
Alternative theories such as LORG (localized or-
bital/local origin) [9], IGLO (individual gauge for
localized orbitals) [10], CSGT (continuous set of
gauge transformations) [11] or IGAIM (individual
gauges for atoms in molecules) [11] provide similar
results but differ in computational speed and prob-
lems associated with their implementation [12]. For
calculation within GGA, the LORG method origi-
nally formulated for the random phase approxima-
tion [9] was found suitable in previous work [3] and
is also used here.

Another important aspect of GGA that should be
mentioned is the correspondence of Kohn–Sham
orbital energies to electronic excitation energies [13,
14] or, more generally, to sum over states (SOS)
calculations of molecular properties. Approximate
DFT-SOS schemes were applied for calculations of
the vibrational circular dichroism [15], Raman op-
tical activity [16], or nuclear spin–spin coupling
constants [17, 18]. In contrast to these properties,
however, NMR shielding within the GGA scheme
can be obtained exactly. Formally, the coupled-per-
turbed and sum over states formulae coincide.
Thus, if suitable functional is found, accuracy of the
Schrödinger limit can be achieved for simulated
NMR parameters using a simple noniterative equa-
tion. The GGA scheme may not be valid when the
electric current density is included in the DFT func-
tional. Yet the current dependence has not been
explored sufficiently and a vast majority of the
functionals used in chemistry ignore it. Relativistic
effects can be incorporated into GGA using pseu-
dopotentials similarly as for other DFT methods
[19], but this topic is not followed in the current
study.

Theory and Computation

SHIELDING TENSOR IN THE GGA SCHEME

The shielding tensor for a nucleus � consists of a
diamagnetic (�d) and paramagnetic (�p) part.
Within the GGA exchange and correlation energies
are functions of electronic density independent of

magnetic field, which leads to the following expres-
sions for closed-shell molecules (in atomic units) [1,
4, 20]

�d � �K,occ�K��r � �r � r��E � �r � r��r��r � r���3�K�,

(1)

�p � 4�K,occ�J,virt��J � �K��1�K�r � 	/2�J��J�o�K�,

(2)

where K and J denote occupied and virtual orbitals,
E is the unit tensor, r and r� are the electron and
nuclear coordinates, respectively, �i orbital ener-
gies, o�|r�r�|�3(r�r�)
�. As the exact formula
for construction of the Kohn–Sham orbitals and
energies is unknown [3, 4, 17] an “NMR-optimized”
DFT Becke3LYP0.05 formula was proposed by Wil-
son et al. [3] and is used here.

THE LORG TRANSFORMATION

Current implementation of the LORG transfor-
mation is based on localized orbitals {k, small let-
ters} obtained by the Boys localization [21]. The
orbitals are related to the canonical molecular or-
bitals {K, capitals} by an orthonormal transforma-
tion, |k� � �K UkK

�1 |K� and provide local origins
rk � �k|r|k�. Note that �k|k���	kk�. After some
algebra we obtain the working expression for GGA-
LORG NMR shielding tensors in the Kohn–Sham
orbital basis,

�LORG � �p 
 �d

� 4�K,occ�J,virt��J � �K��1�K�r � 	/2�J��J�o�K�


 4�K,occ�J,virtEJK�J�o�K�


 �K,occ�K��r � �r � r��E � �r � r��r��r

� rL��3�K� 
 �K,occ�L,occ�K��r � r���3�E�r

� r�� � CKL � �r � r��CKL��L�


 4�K,occ�L,occRKL�L�o�K�

� �p1 
 �p2 
 �d1 
 �d2 
 �d3. (3)

Arbitrary vectors were introduced, CKL � �k UKk rk

UkL
�1, RKJ��L CKL 
 �L|r/2|J� and EJK � �L

(�J��L)�1 CKL 
�L| 	/2|J�, explicit formation of
which leads to fewer floating-point operations and
speeds up the calculation. The terms �p1 and �d1
coincide with the common origin formulae 1–2. The
terms �p2 and �d2 ensure origin independence of
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the new paramagnetic and diamagnetic parts, re-
spectively, and �d3 is an origin-independent correc-
tion raised because of the incompleteness of the
virtual orbital space. It is important to realize that
the origin transformation [cf. Eqs. (1)–(3)] does not
destroy the simplicity of the method lying in the
virtually one-electron formalism.

Program Gaussian [22] was used for geometry
optimizations and molecular energies. The NMR
tensors were calculated by the program Roa [16]
that reads molecular orbitals from Gaussian.

Results and Discussion

SMALL MOLECULES

To assess basis-set dependence of the GGA
method not emphasized in previous studies [3, 4]
test computations were performed on a trial set of
small molecules (H2, HF, HCN, H2O, NH3, H2O2,
CH2O, CH4, and C2H2) introduced by Cybulski and
Bishop [23]. The results of the calculations, which
can be made easily, are not listed here in detail. The
following conclusions, however, appear important
for computations on larger molecules: The GGA
method is known to be quite sensitive to the choice
of the functional [3], but the error introduced by an
incomplete basis is much smaller and for medium
and large bases (6-311

g**) is similar as for CP.
Both methods provided results more accurate for
hydrogens than for heavy atoms. Finally, the re-
placement of the B3LYP functional by the “0.05”
functional by the standard form had rather negligi-
ble effect on computed CP shifts, unlike for the
GGA results.

�-PINENE

Table I shows isotropic shifts for �-pinene (Fig.
1) as calculated by the CP and GGA methods. Rel-
ative shifts to arbitrarily selected atoms relevant for
most NMR applications in chemistry are used in-
stead of the usual TMS standard, because of addi-
tional complexity associated with computation of
the standard shifts, namely, their dependence on
the solvent.

Rather surprisingly, both the CP and GGA meth-
ods reproduce experimental results with approxi-
mately the same precision for all basis sets. For
carbons, the GGA mean error of 38.4 ppm for the
smallest basis (6–31g) is reduced only to 35.8 ppm
for aug-cc-pvtz (AUG). This resembles the numbers

for the CP method (36.7–34.6 ppm). Similar “basis-
set independence” can be observed for the hydro-
gen atoms. Thus the two approaches can be consid-
ered as equivalent simulation techniques for NMR.
In other words, most of the differences between
computed and experimental chemical shifts are not
related to the CP or GGA approximations but stem
from other simplifications, analysis of which goes
behind the topic of this study. Also the absolute
isotropic shielding constants (indicated in the
square brackets for the reference atoms) converge
reasonably well with the basis set size for both
methods.

As mentioned above for the small molecule set,
replacement of the B3LYP functional by the
B3LYP0.05 form does not cause any qualitative
change for �-pinene. This can be seen by compari-
son of the third and fourth columns in the Table I
for the 6-31g** basis set for the CP calculation. On
the other hand, such a change would have a dra-
matic effect on the GGA results, as found previ-
ously [3].

For the 6-311

g** basis and the GGA scheme, a
trial calculation using all orbitals {J} in the expres-
sion of the paramagnetic tensor [see Eq. (2)] is pre-
sented in Table I, column 10. Although at the limit
of exact wavefunction same values should be ob-
tained, the inclusion of the occupied orbitals signif-
icantly worsens actual results, namely, for the hy-
drogen relative shifts. This can perhaps be
explained by particular optimization of the 0.05
functional, not including all the orbital space. How-
ever, such formalism simplifies the theory (term
�d3 disappears from Eq. (3) and may find suitable
applications for future functionals.

TAXOL

The taxol molecule was chosen as a popular
example of even larger systems previously used for
NMR benchmark calculations [12]. Its geometry

FIGURE 1. �-Pinene, numbering of carbon and hy-
drogen atoms.

BOUŘ

280 VOL. 91, NO. 3



TABLE II ______________________________________________________________________________________________
Relative isotropic shifts of 13C in taxol.

CP/GIAO
HF/6-31g*

CP/GIAO
B3L/6-31g*

CP/GIAO
BPW/6-31g*

GGA/LORG
B3L0.05/6-31g*

Exp.
(Ref. 12)

1 �83.4 �63.2 �58.0 �55.9 �69.7
2 �76.4 �60.2 �55.8 �54.1 �70.4
3 �75.5 �59.5 �55.1 �53.4 �70.4
4 �82.5 �62.1 �56.8 �53.7 �68.4
5 �76.6 �56.4 �51.3 �49.9 �68.4
6 �80.5 �65.8 �62.0 �60.7 �79.4
7 �120.4 �96.0 �89.4 �87.1 �108.4
9 4.3 8.4 9.0 6.6 3.6
10 �88.6 �72.1 �68.3 �64.3 �75.0
11 �75.1 �57.2 �52.4 �51.2 �68.4
12 �75.4 �57.4 �52.5 �50.9 �68.4
13 �78.1 �60.1 �55.4 �53.5 �70.1
14 �78.2 �60.4 �55.7 �53.9 �70.1
15 �76.4 �58.6 �53.9 �52.6 �73.3
16 �19.9 �14.2 �12.9 �13.3 �14.6
17 �129.0 �108.4 �102.4 �100.6 �114.1
19 �16.6 �12.4 �11.5 �12.8 �13.7
20 �95.1 �78.9 �73.9 �72.0 �83.4
21 �82.5 �70.3 �66.4 �65.7 �74.6
22 15.0 15.9 16.2 15.1 15.4
23 �17.7 �16.3 �16.4 �16.6 �20.4
24 14.7 21.5 24.6 22.6 22.9
25 35.5 45.8 48.7 44.3 43.8
26 27.2 36.9 40.3 38.7 31.7
27 29.6 38.2 41.5 39.2 36.8
28 �20.2 �15.1 �13.8 �15.4 �16.9
29 �157.3 �139.0 �133.6 �128.5 �145.0
30 [147.9] [126.3] [124.4] [173.0] [TMS-58.6]
31 40.5 50.4 53.9 50.1 49.1
32 �126.3 �104.3 �97.5 �97.3 �112.6
33 29.1 41.8 45.4 41.6 37.8
34 �13.7 �13.4 �13.7 �12.8 �13.6
35 18.3 24.9 27.2 25.1 23.0
36 �26.5 �22.6 �21.1 �19.7 �25.8
37 �25.4 �21.2 �19.4 �19.5 �22.5
38 �18.0 �12.1 �9.9 �9.7 �17.9
39 11.4 14.1 14.9 13.6 13.0
40 �126.8 �105.1 �98.5 �98.8 �111.8
41 28.5 40.2 43.5 40.0 36.0
42 �20.0 �16.2 �15.1 �16.0 �16.3
43 �118.4 �98.4 �92.7 �94.2 �108.4
44 �75.0 �60.8 �57.2 �57.3 �70.5
45 �83.2 �62.3 �57.0 �54.4 �71.6
46 �85.9 �64.9 �59.6 �56.2 �71.6
47 �74.9 �60.3 �56.2 �54.8 �70.1
48 �74.8 �59.9 �55.7 �54.0 �70.1
49 �85.9 �65.0 �59.6 �57.3 �75.1

Average Deviation �6.9 6.0 9.6 9.9 0
Mean Deviation 8.3 7.3 11.2 12.2 0

CALCULATION OF NMR CHEMICAL SHIFTS
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was optimized at the BPW91/6-31G** level, starting
from an X-ray structure of taxol carbamate [24]. The
NMR shifts calculated in the 6-31g* basis for carbon
atoms are collected in Table II; the numbering cor-
responds to Figure 2. Three approximations (HF,
B3LYP (B3L), and BPW91 (BPW), columns 2–4 in
Table II) for the CPU method are compared with
the GGA results and experimental shifts. For the
B3L functional the GGA results are slightly worse
than for CP (cf. the mean deviations of 12.2 and 7.3
ppm, respectively), but this difference is minor with
respect to the variations of carbon shifts and com-
parable to the change caused if the other (HF,
BPW91) functionals are used for CP. Generally, the
computed shifts faithfully follow experimental val-
ues and can thus be used for assignments of many
NMR peaks. Apparently, similarly as for �-pinene,
the precision for neither method is accurate enough
for a complete modeling of experimental spectrum.

COMPUTATIONAL TIMES

Computer demands are heavily dependent on
implementation; nevertheless, the simple formal-
ism of the GGA method indicated in the introduc-
tion suggests a significant difference between the
CP and GGA methods. As apparent from the theory
only one-dimensional integrals are needed for the
GGA, computation of which takes a fraction of the
time needed for a single-point energy calculation.
For the computations on �-pinene and taxol CPU
times and required disk space are listed in Table III.
An atom-by-atom computation of the tensor is im-
plemented in the Roa program for GGA, which is
not convenient for systems with many atoms and
small basis sets. This is reflected in the computa-

tional times for taxol, only slightly more favorable
for GGA than for CP. However, dramatic differ-
ences in required CPU times could be observed for
�-pinene. The CP method is several times more
time-consuming than is GGA, and the difference
sharply increases as the basis size grows. Both
methods require approximately the same disk
space, needed for the storage of the one-electron
integrals, the number of which increases as N2,
where N is the number of basis functions.

The results indicate viability of the GGA meth-
ods, namely because of computational advantages.
The computation of NMR shifts presented above
appears more universal than a similar SOS ap-
proach to simulations of spin–spin interaction con-
stants [18]. The latest, more advanced GGA scheme
[25] overcomes the need of the empirical 0.05 func-
tional by a self-consistent computation based on the
electron densities less dependent on the parameter-
ization.

Conclusions

The generalized gradient approximation can be
used for precise computations of absolute and rel-
ative NMR shifts. The method is simpler than CP
methods and therefore results in significant savings
of required CPU time. Calculation of absolute iso-
tropic shieldings in smaller bases was found to be
less accurate for GGA than for CP, unlike for bigger
basis sets. For relative shifts in �-pinene and taxol
accuracies of both methods were found to be com-
parable. A significant disadvantage of the GGA

FIGURE 2. Taxol, arbitrary numbering of heavy atoms
used in Table II.

TABLE III _____________________________________
Times and disk spaces needed for NMR
computations.

Number of basis
functions

CPU time (min)
Disk space

(MB)

LORG GIAO LORG GIAO

�-pinene
122 (6-31G) 3 20 12 20
230 (6-31G**) 13 78 37 36
342 (6-31

G**) 36 434 80 64
950 (aug-cc-pVTZ) 488 23023 500 322

Taxol
1185 (6-31G*) 3240 4560 680 500

Different computers were used; the times were projected for
one MIPS R10000/250MHz processor. All calculations were
done with the B3L0.05 functional.
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represents the empirical construction of the DFT
functional, which prevents a systematic improve-
ment of the accuracy.
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